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ABSTRACT 
The CEP technology not only can extract valuable information, but also support real-time analysis and decision-

making. And simple CEP technology is more to deal with a single complex event or a small amount of complex 

events, so we propose a distributed complex event processing method. In this paper, we propose a distributed 

complex event processing framework and an event partitioning strategy based on query event type and an 

operational distributed method for partitioning complex queries.  And the experimental results show that our 

method is more effective. 

 

INTRODUCTION  
Nowadays, the data is closely related to us. Stock trading, RFID-based retail and inventory management, health-

care, financial services, and transport networks, etc, generating enormous data all the time. These data are fast, 

disorganized, various and in high volume, have to say that we live in a world full of data. On the one hand we are 

fortunate that the great value of this information, on the other hand we are distressed in the value of the limitations, 

that is, the value of density is too low. Advances of Complex Event Processing(CEP) technology provides 

significant new power for humans to sense, understand and manage the world. Driven by massive data, CEP 

technology not only can extract valuable data and events, but also support real-time analysis and decision-making; 

In addition, compared to static data records[1], it is more inclined to deal with data streams to extract information 

of interest. To facilitate the processing, information is often transformed into event sets, including the state of the 

event, and the relationship, hierarchy and action between events. By mining these events, we can filter unrelated 

events, abstract low-level events to high-level events and correlate simple events to generate complex events. 

Ultimately implement matching, judgment, decision making, and forecasting with the support of a variety of 

detection technologies.  

 

Existing complex event processing systems, such as Esper[2], SASE[3], and Cayuga[4], do not support distributed 

complex event handling. Before this, people have gradually realized the limitations that centralized processing 

presented in the face of the large data:  due to network congestion and single points of failure and the lack of 

robustness and scalability, network communication cost is high, and low processing efficiency, and adopt 

distributed processing. Until now, distributed complex event processing technology is gradually mature. The 

literature[5] focuses on the problem of best dealing with a large number of event streams in a distributed manner, 

where the cost model calculation is introduced and the cost of each query is considered. Each query and node are 

taken into account the model to calculate the cost. The literature[6] proposed the realization of partition, pipeline 

and distributed operation methods, through a single point of operation and distributed operation to verify the 

performance of the system. The most important of the distributed approach is the distribution of load between 

nodes. There are usually two kinds of allocation processing methods: operation distribution[7] and query 

distribution[8]. The operation assignment is a method of dividing a query into different subquery sequences to 

handle complex queries. Each step is assigned to a node in the system. Query assignment refers to the allocation 

of a set of queries between nodes of a distributed system. This paper focuses on the method of operation 

distribution. 

 

The nodes in distributed complex event processing are independent of each other, so the main problems we face 

are: the division of data and complex event query sentences. In this paper, we propose a distributed complex event 

processing framework and an event partitioning strategy based on query event type and an operational distributed 

method for partitioning complex queries. In this paper, we propose a distributed framework of complex event 
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processing and introduce an event partitioning strategy based on event types of query, and an operation distributed 

method for partitioning complex queries. The overall structure of this paper is as follows: the chapter 2 describes 

the related work in recent years in this direction. The chapter 3 is about the related concept and technology. The 

chapter 4 is the core of this article: distributed complex event processing. Chapter 5 is the experimental analysis 

mentioned in Chapter 4. The last chapter is the summary and the work plan in the future. 

 

RELATED WORK 
At present, the research of CEP has become more and more mature, and put forward a variety of systems and 

methods, but there are still many places need to be improved, especially in distributed complex event processing.  

 

SASE[9] is an event management engine based on the NFA, and defines the query language SASE+ for describing 

the complex event, and which filters and associates the event streams in real time. While it uses the non-

deterministic finite automaton with matching buffer pool (NFAb)[10] to match the specific event pattern. It 

describes a query plan-based approach to effectively implement complex event processing. The literature[11] is 

optimized on the basis of the above, but the movement of the expired data back and forth, resulting in a large time 

overhead. Document[12] based on Petri-net for complex event processing, but only for a single complex event, it 

does not apply to multiple complex event modes. In paper [13], a query-based reuse technique is used to convert 

the query sequence into equivalent and uniform paradigms according to certain rules, and then extract the same 

sub-paradigm as reuse. Each of paradigms that has a unified form can share them. In paper [14], a distributed 

query planning method based on directed acyclic graphs of complex event processing is proposed: The complex 

tasks are divided into multiple sub-tasks, and then distributed to each node for processing, so as to realize 

distributed processing. The works in [15] is similar to [16]：Pushing the part of CEP processing logic down to 

sensor nodes. Processing nodes with embedded CEP capabilities and each node has an integrated CEP engine for 

information processing, event response and management of complex event processing. But that doesn't get rid of 

the limitation of the centralized processing, it is still passing the data to the central processor for unified treatment, 

resulting in network congestion, latency and low processing efficiency. The literature [17] proposed two nodes：
processing node and data node. Various requests and data transmission of frequent interaction between the two, 

can deal with a small amount of the request, but the huge number of complex events is still very limited. The 

literature of [1] is tried to import distributed plans to network nodes for complex event processing, ultimately 

reach the distributed event detection. Communicating with each other between nodes and waiting until certain 

requirements are met before advance to the next process. 

 

All in all, the above work provides a reference and study for us to further research, and we will detail the contents 

of this paper. 

 

CONCEPT MODEL AND RELATED INTRODUCTION 
Basic event: A basic event is a target object that occurs at a time and has a certain semantics. Usually, basic event 

has correlation with scene[18], in different scenes, the semantics of the events are not the same. Complex event: 

A complex event is an event that occurs at a certain time period and is formed by an atomic event or a complex 

event that is compounded with one or more operators[13]. 

 

The relationship between the events described by the operator[24]. We have defined four common operators. In 

which E1 and E2 as basic event or complex event. 

1) SEQ(;): Sequence operator---the events occur in sequence. There are constraints between these events, 

such as (E1;E2), represents that event E2 occurs after E1.   

2) OR(∨): Disjunctive form of events, any of the two can occur. (E1∨E2) represents event E1 occurs or 

event E2 occurs or both. 

3) AND(∧): Conjunctive form of events, and both events must occur. (E1∧E2) means that the event E1 and 

E2 must occur, regardless of the order in which events occur. 

4) NGE( ¬ ): address the non-occurrence of events, ¬ E represents no event is detected. 

 

In a distributed query, we need to define a query sequence that refers to a series of sequence of events consisting 

of query operators and events. The definitions involved are: 
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1) Sub-event: A sub-event is an event defined in a complex event query sequence that is used to synthesize 

complex events. 

2) Sub-sequence: A sub-sequence refers to a sub-event query that decomposes from a whole query sequence 

to a complex event. 

3) Simple sub-sequence: refers to only the event operator and the corresponding operand (basic event or 

complex event) of the sub-sequence. 

 

In the process of all the complex event processing, there are rules and test criteria of the model. The event model 

processing rules used in this paper are SASE+[19]. The behavior rules of events are detected by automatic machine 

model. 

 

DISTRIBUTED COMPLEX EVENT PROCESSING 
The framework of distributed complex event processing 

As shown in Figure 1, our distributed complex event processing framework includes the following sections: 

1) Query Manager: Manages the entire query requests, sends the required event type to the input adapter 

for event flow division. 

2) Input adapter: formats the data. Receives the data sent by different data sources and formats them as a 

unified event, and sends the processed event stream to the event processing engine. Embeds a miniature 

event divider - the event flow is divided according to the type of event being queried. 

3) Output adapter: receives the results of the complex event processing engine and processes to form the 

final result stream to output. 

 

 
Fig. 1 The framework of distributed complex event processing 

4) Distributed complex event processing engine: the core of the entire framework. The main task is to carry 

out distributed processing (detailed algorithm will be introduced later) based on the division of event 

flow and complex event query sequence that query manager is submitted. The processing result is sent 

to the output adapter. 

 

In the distributed complex event processing, there are points we must be clear: how to deploy the event flow and 

the division strategy of operation in query. 

 

The division strategy of event flow 
According to the query sequence pattern sent in the query manager, determine the event type, and then achieve 

the event division. As shown in Figure 2, our query patterns has SEQ (A, B) and SEQ (B, C, D), thus we will 

allocate two nodes according to the determined event type (AB) and (BCD). The input adapter simply sends the 

event stream to the corresponding node for processing. 
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Fig. 2 Event flow division 

 

The distributed method of operation 
For the independence of nodes in distributed complex event processing, we divide the complex query sequence 

statements into different sub-query sequences according to the different operations. Each operation and the 

corresponding division of sequence can be regarded as a step which is assigned to one node in the system. The 

nodes are executed independently to achieve distributed processing. The distributed execution steps of operations 

are as follows: 

1. Analyze the complex event query statement, transform it into the suffix expression stack; 

2. Take the top element out of the stack and determine whether the element is an event type or an operation 

type: if the event, then perform step 3; if the operator, then perform step 4; 

3. Add the event to EventBuffer[]; 

4. Combine the operator with EventBuffer[] to generate the operation node and generate its own event cache 

for that node, and copy EventBuffer[] to the event cache. Then clear the EventBuffer[]; 

5. Determine whether the type of operation node is a sequence operator. If not, execute the next step. If yes, 

add the time limit to ensure the order of execution of the left and right operands, and then perform the 

next step; 

6. Determine whether the operation node has been generated, if not, then generate a new node and its event 

cache and then perform step 7; If yes, update the cache, clear EventBuffer[] after add the events of 

EventBuffer[], then execute step 7 

7. Determine whether the stack is empty, if not empty, then press operation node into the stack; else exit.  

 

The detailed algorithm is as follows:The line 1-4 is the first step; the line 6-9 includes step 2 and 3; the line 10-13 

is step 4; the line 14-16 is step 5; the line 17-20 is step 6. The fifth line is the global judgment condition of step 7, 

that is, whether the stack is empty.Up to now, our distributed operation has been established, and each node 

performs complex event processing independently and get the results, that will be sent to the output adapter to get 

the final result. And finally achieve distributed complex event processing. 

 

Algorithm operation of distributed algorithm  

Input: Query q 

Output: Operation-Node node[],Event-Buffer nodeEventBuffer[] 

Method: 

1.    length = q.length(); 

2.    InitStack(postexpStack[length]); 

3.    q convert to postexpStack[length] 

4.    top == length; 

5.    while postexpStackIsEmpty()  is true  //stack is not empty 

6.       temp = postexpStack[top]; 

7.       top--; 

8.       if temp is the event type; 

9.     EventBuffer[i] == temp; 

10.       else temp is operator  

11.          generate-node node[i] == temp; 

12.          generate-eventbuffer nodeEventBuffer[i] == EventBuffer[i]; 

13.          clear EventBuffer[i]; 

14.          if  node[i] == ‘;’ ; 
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15.             node[i-1].ts<node[i].ts<node[i+1].ts; 

16.          else next  stept 

17.          if  node[i] is exit; 

18.             update nodeEventBuffer[i] 

19.             clear EventBuffer[i]; 

20.          else return to step 11; 

21.       end 

22.    end 

 

RESULTS AND DISCUSSION 
Based on the complex event processing system SASE, we can realize a distributed approach to achieve event flow 

division and operational partitioning. The experimental environment is Intel 2.13GHz, Windows7 with 6GB 

memory, and the algorithm uses Java programming language. 

Fig. 3 Experimental results 
 

We compare the SASE and the distributed complex event processing (DCEP) method proposed in this paper. As 

can be seen from Figure 3, as the number of basic events increases, the number of complex events that can be 

handled by both is also rising. But it is clear that the method proposed in this paper is more effective because 

SASE not only uses the active instance stack for intermediate result storage and backtracking, but also has large 

sliding window for data restriction; While the DCEP method not only divides the event flow, but also extracts the 

events of the corresponding types of events, and avoids the filtering of other unrelated events. It proposes the way 

of distributing the operations and divides the complex queries into one small operation query, which will be 

assigned to the independent node for processing. Overall, our approach is more advantageous. 

 

CONCLUSION 
As more and more application of the emergence and development continuously, the generation of data is more 

rapid and messy. The processing of data stream becomes more and more important, and complex event processing 

technology has been widely applied to all walks of life. Although in the face of such predecessors have tried many 

methods, but still need further research. We propose a framework of distributed complex event processing has a 

good interpretation of our process: The division strategy of event flow based on the type of event.  On this basis, 

the complex query will be divided into sub-query operation, and each operation corresponds to a processing node 

of operation and event buffer. Experiments show that our method is effective. 
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